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RESUMO: A incorporagio da inteligéncia artificial (IA) na satde digital tem ampliado a
eficiéncia e a capacidade analitica dos sistemas de cuidado, mas também intensificado desafios
éticos, juridicos e sociais associados 4 opacidade algoritmica. Este artigo tem como objetivo
analisar criticamente as tensGes entre transparéncia algoritmica, propriedade intelectual e ética
do cuidado no contexto da Inteligéncia Artificial Explicdvel (XAI) aplicada a satde digital.
Trata-se de um ensaio tedrico critico, fundamentado em revisio integrativa da literatura
cientifica e andlise documental de marcos regulatérios nacionais e internacionais publicados
entre 2021 e 2026. A abordagem adotada é interdisciplinar, articulando contribui¢ées da satide
coletiva, da bioética, do direito e dos estudos em ciéncia e tecnologia. Os resultados indicam que
a XAI é condi¢do central para a confianca clinica, a seguranca do paciente e a autonomia
profissional, especialmente em aplicacSes de alto risco, a0 mesmo tempo em que evidencia
conflitos estruturais com regimes de protecio da propriedade intelectual, notadamente o uso de
segredos comerciais. Conclui-se que a ado¢do de mecanismos intermedidrios de governanga,
como transparéncia em camadas, auditorias independentes e supervisio humana significativa,
é essencial para conciliar inovagio tecnolégica, protecio de direitos fundamentais e integridade
ética do cuidado em satde.
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L INTRODUCAO

A incorporacdio da inteligéncia artificial (IA) na sadde digital tem promovido
transformacdes estruturais nos processos de diagndstico, monitoramento, apoio a decisio
clinica e organizagio do cuidado. Sistemas de apoio & decisdo, aplicativos de satide mental,
algoritmos preditivos de risco e ferramentas automatizadas de triagem passaram a desempenhar
papel estratégico nos sistemas de satde, influenciando diretamente as condutas profissionais e
as trajetdrias terapéuticas dos pacientes. Esses avangos reforcam a promessa de maior eficiéncia,
precisio e personaliza¢io do cuidado, ampliando a capacidade de resposta dos servicos de satide
e o potencial de qualificacdo das praticas assistenciais.

Entretanto, tais beneficios coexistem com desafios éticos, juridicos e sociais relevantes,
especialmente relacionados a opacidade dos algoritmos, a4 responsabilizagio por decisdes
automatizadas e a protegio de direitos fundamentais. Embora a IA ofereca oportunidades para
otimizar planos terapéuticos, aprimorar a gestio dos sistemas de satde e fortalecer o
autocuidado dos pacientes, sua ado¢io exige marcos regulatérios e éticos robustos, capazes de
assegurar transparéncia, seguranga e centralidade do cuidado humano nos processos decisérios
mediados por tecnologia (Organizagio Mundial da Satde, 2021).

Grande parte dos sistemas contemporineos de inteligéncia artificial, sobretudo aqueles
baseados em aprendizado profundo, opera por meio de modelos de dificil interpretacio,
caracterizados como black boxes. Essa opacidade desafia principios fundamentais da pratica em
satde, como a autonomia do paciente, o consentimento informado e a seguranca clinica. Além
disso, compromete a possibilidade de questionamento e responsabilizagio por decisdes
automatizadas, uma vez que a légica deciséria subjacente frequentemente nio é rastredvel nem
mesmo por seus desenvolvedores (Amann et al., 2020).

Nesse contexto, emerge a Inteligéncia Artificial Explicidvel (Explainable Artificial
Intelligence - XAI) como resposta ética, técnica e regulatéria a tais limitagdes. A XAl propde
métodos e modelos capazes de tornar compreensiveis os processos decisérios algoritmicos,
especialmente para profissionais de satide e pacientes. Com isso, ela distingue-se dos sistemas
baseados em regras do passado ao buscar explicabilidade em arquiteturas complexas, sem
comprometer o desempenho analitico caracteristico do aprendizado profundo (Amann et al.,
2020; Nicleo de Informacio e Coordenacio do Ponto BR, 2024).

Entretanto, a exigéncia de transparéncia e explicabilidade na satde digital insere-se em

um contexto normativo e econdmico marcado pela protecio da propriedade intelectual,
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especialmente pelo uso de segredos comerciais e industriais para resguardar algoritmos, modelos
e bases de dados. Essa configurac¢io produz uma tensdo estrutural, na qual a demanda ética e
regulatéria por explicagdes adequadas para decisGes que impactam a saide e a vida dos
individuos confronta-se com os mecanismos juridicos destinados a incentivar a inovagio
tecnolégica (Organizagio Mundial da Sadde, 2021).

Esse dilema expressa o conflito entre o interesse ptiblico na compreensio, contestagio e
responsabilizacio de decisdes automatizadas e o interesse privado na preservagio de ativos
tecnolégicos estratégicos, fundamentais para a competitividade e o retorno econdmico. Assim,
a satde digital torna visivel a necessidade de solucdes regulatérias intermediérias, capazes de
equilibrar transparéncia, prote¢io da inovacdo e compromisso ético com o cuidado.

Nessa perspectiva, este artigo tem como objetivo analisar criticamente as tensdes entre
transparéncia algoritmica, propriedade intelectual e ética do cuidado no contexto da inteligéncia
artificial explicdvel em satde digital. Busca-se compreender como distintos marcos tedricos e
regulatérios enquadram e respondem a essa problematica. Ademais, discute-se a construgio de
caminhos de governanca da IA capazes de conciliar a preservagio da inovagio tecnolégica com

a protegio dos direitos dos pacientes e a integridade do cuidado em satde.

2. REFERENCIAL TEORICO

A XAI emerge como resposta as limitagGes éticas, técnicas e sociais dos sistemas de [A
opacos, particularmente aqueles baseados em modelos complexos de aprendizado profundo. No
campo da sadde, a explicabilidade ultrapassa a compreensio técnica do algoritmo, exigindo a
producdo de justificativas clinicamente relevantes, contextualizadas e passiveis de comunicacéo
sobre decisdes e recomendacdes automatizadas (Ntcleo de Informagio e Coordenagio do Ponto
BR, 2024).

Nesse contexto, a opacidade das chamadas black boxes configura ndo apenas um desafio
tecnolégico, mas também uma barreira ética ao exercicio da autonomia do paciente, ao
consentimento informado e a seguranga clinica. Diante desse cenério, a XAl pressupde a adogio
de niveis diferenciados de explicacio, capazes de tornar os processos decisérios algoritmicos
compreensiveis. Esses niveis devem ser adequados a pessoas ptblicas como profissionais de
satde, pacientes, gestores e reguladores; como condi¢do para decisdes responséveis e eticamente
sustentaveis no cuidado em sattde (Amann et al., 2020).

Para Organizacdo Mundial da Satde (2021), do ponto de vista ético, a XAl articula-se
diretamente aos principios da bioética ao exigir que decisGes automatizadas em satde sejam
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compreensiveis e justificiveis. A autonomia pressupde que os pacientes compreendam, ao
menos em termos gerais, como sio produzidas as decisdes que afetam sua satide. Por sua vez,
os principios da beneficéncia e da nio maleficéncia demandam a identificacdo e a mitigagio de
riscos associados a vieses algoritmicos, erros de classificagio e generalizagdes inadequadas.

Nesse sentido, a XAl n3o se configura apenas como um requisito técnico, mas como um
pressuposto ético indispensdvel para a adocdo responsivel da IA na pritica clinica. Ao
contribuir para a prevencio de discriminacBes estruturais e para a protecio da dignidade
humana e da seguranca do paciente, a explicabilidade torna-se condi¢do central para alinhar
inovacdo tecnolégica aos valores fundamentais do cuidado em satde.

Diante disso, a ética do cuidado amplia o debate sobre o uso da inteligéncia artificial na
satde ao enfatizar as dimensdes relacionais, contextuais e de vulnerabilidade que caracterizam
a pratica clinica. Diferentemente de abordagens estritamente normativas, essa perspectiva
reconhece que decisdes em satide nio se reduzem a atos técnicos, mas constituem praticas
situadas, sustentadas por confianca, responsabilidade e atencio s singularidades dos sujeitos
(Amann et al., 2020; Organizacio Mundial da Sadde, 2021).

Nesse sentido, a introdugdo de sistemas de IA opacos tende a fragilizar a relacdo de
cuidado ao deslocar a autoridade deciséria para processos automatizados de dificil compreensio,
enfraquecendo a confianca e a corresponsabilidade entre profissionais e pacientes. Esse cenario
reforca a explicabilidade como exigéncia ética fundamental para preservar a centralidade da
relagio humano-humano e garantir um cuidado responséivel, sensivel as necessidades e
vulnerabilidades do paciente (Nicleo de Informacgido e Coordenacdo do Ponto BR, 2024).

Em contraposi¢io, os regimes de propriedade intelectual, exercem um papel central e
ambivalente no desenvolvimento da inteligéncia artificial aplicada a satde digital.
Diferentemente das patentes, que pressupdem a divulgacdo publica da invengdo em troca de
exclusividade temporaria, os segredos comerciais permitem a prote¢io indefinida de algoritmos
e bases de dados confidenciais, desde que mantidos em sigilo. Essa estratégia configura uma
forma de opacidade intencional voltada a preservagio de vantagens competitivas, mas que
limita o acesso externo a informacdes essenciais para a transparéncia, a avaliagdo critica e a
responsabilizacdo dos sistemas(Denis et al., 2021).

Para enfrentar os desafios éticos associados ao uso da inteligéncia artificial em sadde, a
Organiza¢io Mundial da Satde propde seis principios orientadores: prote¢io da autonomia
humana, promogdo do bem-estar e da seguranca, garantia de transparéncia e explicabilidade,
fortalecimento da responsabilidade, promocdo da inclusio e da equidade e estimulo a uma [A
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sustentdvel. Esses principios consolidam a explicabilidade como eixo central da governanga
ética, especialmente em contextos nos quais decisdes automatizadas impactam diretamente a
vida e a satide das pessoas (Organizagio Mundial da Satde, 2021; Nicleo de Informacio e
Coordenacio do Ponto BR, 2024).

No contexto brasileiro, a regulacdo da inteligéncia artificial encontra-se em fase de
transicdo, evoluindo de diretrizes genéricas para um modelo de governanca baseado em risco e
transparéncia qualificada. Esse processo estd ancorado na Lei Geral de Prote¢io de Dados e em
iniciativas legislativas recentes, como o Projeto de Lei n2 2338/2023, que prevé o direito a
explicagdo sobre os critérios que orientam o funcionamento dos sistemas, especialmente em
aplicacdes de alto risco. Essas iniciativas buscam equilibrar a promocdo da inovacio tecnolégica
com a protecdo de direitos fundamentais, sobretudo em aplicagdes de alto risco, como aquelas
voltadas ao diagnéstico e ao cuidado em satde (Nucleo de Informacdo e Coordenagio do Ponto
BR, 2024).

A Organizagio Mundial da Satide (2021) destaca a necessidade de uma abordagem em
que a implementacio da inteligéncia artificial na saiide deve adotar uma supervisio humana
significativa (human-in-the-loop), assegurando que os profissionais permanecam no controle das
decisdes clinicas. Nessa abordagem, a IA é concebida como ferramenta de apoio ao julgamento
profissional, destinada a ampliar a capacidade deciséria e nio a substituir a responsabilidade, a
diligéncia e a autonomia do cuidado humano.

Além disso, as diretrizes internacionais e nacionais convergem ao afirmar que a
transparéncia deve ser qualificada e proporcional ao risco, bem como adaptada a capacidade de
compreensio dos diferentes destinatirios das explicagdes. No Brasil, o direito a revisio de
decisdes automatizadas pressupde o acesso a informagdes claras sobre os critérios utilizados. Da
mesma forma, as propostas regulatérias mais recentes reforcam a exigéncia de explicacdes
compativeis com a dignidade humana, mesmo diante das tensdes impostas por segredos
comerciais e industriais (Ntcleo de Informacio e Coordenacio do Ponto BR, 2024).

A tensdo entre a exigéncia ética de explicabilidade e a protecio econémica conferida
pelos regimes de propriedade intelectual, especialmente pelo segredo comercial, constitui um
dos desafios mais complexos da saidde digital, frequentemente descrito na literatura como
opacidade intencional. Para Denis et al. (2021), enquanto a explicabilidade é um requisito ético
indispensdvel para assegurar a autonomia do paciente, o consentimento informado e a
seguranga clinica, empresas de tecnologia recorrem a prote¢io da propriedade intelectual para
resguardar modelos algoritmicos e preservar sua competitividade.
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Essa dinimica produz um conflito estrutural entre transparéncia e inovagio, no qual
demandas éticas, clinicas e regulatérias confrontam-se com estratégias de sustentabilidade
econdmica. Partindo desse cenério, o referencial tedrico adotado neste estudo reconhece que tal
tensdo nio se resolve por solu¢des simplistas, como a abertura irrestrita de cé6digos-fonte, mas
requer abordagens intermedidrias de governanca capazes de equilibrar interesses publicos e

privados de forma ética e responsével.

3. METODOLOGIA

O estudo caracteriza-se como um ensaio tedrico critico, de natureza qualitativa e
abordagem interdisciplinar, voltado i anélise das tensdes entre transparéncia algoritmica,
propriedade intelectual e ética do cuidado no contexto da XAl aplicada a satde digital. A op¢io
metodoldgica privilegia a problematizagio conceitual e normativa dos fenémenos analisados.
Essa abordagem permite articular contribui¢des da satdde coletiva, da bioética, do direito e dos
estudos em ciéncia, tecnologia e sociedade.

A pesquisa bibliografica foi conduzida por meio de uma revisio integrativa da literatura,
seguindo etapas sistemiticas de identificagdo, selecdo, anilise e sintese dos estudos. Foram
consideradas publica¢des cientificas indexadas nas bases PubMed, Scopus, Web of Science,
IEEE Xplore e SciELO, publicadas no periodo de 2021 a 2026, de modo a assegurar a atualidade
e relevincia dos achados frente as rdpidas transformacdes tecnoldgicas e regulatérias no campo
da satde digital.

A estratégia de busca utilizou descritores controlados e ndo controlados, combinados por
operadores booleanos, incluindo os termos: explainable artificial intelligence, digital health, clinical
decision support, algorithmic transparency, intellectual property, trade secrets e ethics of care. Os
critérios de inclusio abrangeram estudos tedricos, revisdes, andlises regulatérias e pesquisas
aplicadas relacionadas ao uso de IA em satde. Assim, foram excluidos trabalhos sem aderéncia
tematica direta ou com foco exclusivamente técnico desvinculado de implicages éticas, clinicas
ou juridicas.

Paralelamente i revisio da literatura cientifica, realizou-se analise documental de
marcos regulatérios e diretrizes nacionais e internacionais pertinentes ao tema. Foram
examinados documentos de organismos multilaterais, legislacdes sobre protecio de dados
pessoais, propostas normativas emergentes sobre inteligéncia artificial e relatérios
institucionais. A anélise concentrou-se em abordagens de governanca baseada em risco,

explicabilidade algoritmica e supervisio humana significativa.
p g p g
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O material selecionado foi organizado em eixos temdticos analiticos, possibilitando a
constru¢io de uma sintese critica orientada pelas tensdes centrais do estudo. A anilise buscou
identificar convergéncias, lacunas e conflitos entre os diferentes referenciais tedricos e
normativos examinados. Dessa forma, produziu-se uma interpretagio integrada que
fundamenta as discussdes e conclusdes do artigo, sem pretensio de generalizacdo empirica,

priorizando a consisténcia conceitual, ética e regulatéria da XAl em sadde digital.

4. RESULTADOS E DISCUSSOES
4.1 Explicabilidade algoritmica, confianca clinica e seguranca do paciente

A X AT é amplamente reconhecida como um requisito central para a adogdo responsavel
da IA na satde. Em contextos de satide digital, a confianga clinica é particularmente sensivel a
opacidade dos modelos complexos, tornando a XAI fundamental para a transi¢do de sistemas
de “caixa-preta” para abordagens transparentes e auditdveis. Essa capacidade de compreensio
das decisdes automatizadas é essencial para assegurar a seguranca do paciente e a equidade,
especialmente em cendrios diagndsticos nos quais erros podem resultar em consequéncias
criticas (Marques et al., 2025; Ali et al., 2023).

Segundo Yang et al. (2023), a XAl surge como uma resposta critica as limita¢des dos
modelos de caixa-preta, ao promover maior transparéncia, interpretabilidade e alinhamento
ético nos processos decisérios automatizados. Nessa dire¢do, a literatura destaca que a
explicabilidade constitui um elemento estruturante para a confianca e a governanca dos
sistemas de inteligéncia artificial. Tal necessidade torna-se ainda mais relevante em dominios
sensiveis como satde, financas e direito, nos quais a crescente complexidade dos modelos de
aprendizado profundo intensifica os riscos associados a opacidade algoritmica.

Nos estudos de Hulsen (2023), a XAI tem como propésito central tornar os modelos de
inteligéncia artificial compreensiveis aos seres humanos. Essa finalidade torna-se especialmente
relevante em contextos criticos como o cuidado em satide, nos quais decises automatizadas
podem produzir impactos diretos e significativos sobre a vida dos pacientes. Isso fortalece a
confianca de profissionais e pacientes, qualificando os processos decisérios mediados por
algoritmos.

Dessa forma, a anilise dos estudos selecionados evidencia consenso de que a XAI
constitui um elemento estruturante para a confianca no atendimento e para a seguranga do
paciente. Os modelos de aprendizado profundo apresentam elevado desempenho preditivo ao

identificar padrdes complexos e nio lineares em grandes volumes de dados. Contudo, sua
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complexidade estrutural e o elevado niimero de parimetros dificultam a compreensio das bases
que sustentam diagndsticos e recomendacdes terapéuticas. Essa opacidade limita a capacidade
dos profissionais de saide de avaliar criticamente os resultados produzidos pelos sistemas
automatizados (Kiseleva; Kotzinos; De Hert, 2022).

Com isso, limitagdes tornam-se particularmente criticas em aplicagdes nas quais
decisdes automatizadas impactam diretamente as condutas terapéuticas, como sistemas de
apoio a decisdo clinica, diagnéstico por imagem e monitoramento continuo por sensores. Nesses
contextos, a auséncia de XAI amplia de forma significativa os riscos clinicos e éticos, sendo
reconhecida como um dos principais entraves i seguranca do paciente e i integridade da
medicina digital (Alam; Kaur; Kabir, 2023; Maharajpet; Abhilash; Bedre, 2024).

Nos sistemas de apoio 4 decisido clinica (CDSS), a ado¢do de modelos do tipo caixa-preta
tende a enfraquecer o papel ativo do profissional de satide. Essa configuragio favorece o viés de
automacio e a aceitagio acritica de recomendacdes algoritmicas. Nesse contexto, a XAl
desempenha funcgio estratégica ao oferecer racionalidades interpretiveis que permitem ao
médico compreender, validar, contextualizar ou refutar as sugestdes do sistema, preservando a
autonomia profissional e a responsabilidade clinica no processo decisério (Ueda et al., 2024,
Kaur; Shukla, 2025).

Segundo Hettikankanamage et al. (2025), a explicabilidade algoritmica desempenha
papel central na mitigacdo dos riscos associados & opacidade de modelos preditivos complexos
em aplicagdes biomédicas. Nessa perspectiva, a literatura indica que a ado¢do de técnicas de
inteligéncia artificial nesses dominios esta diretamente condicionada a capacidade dos modelos
de fornecer explicagcdes compreensiveis. Isso ocorre porque transparéncia, responsabilizagio e
aceitagio clinica constituem requisitos essenciais em contextos sensiveis a seguranca do
paciente.

Assim, no diagnéstico por imagem, embora a inteligéncia artificial apresente elevado
desempenho em 4reas como radiologia e histopatologia, a auséncia de explicabilidade
compromete a verifica¢do da relevincia clinica dos biomarcadores utilizados. Técnicas visuais,
como Grad-CAM e mapas de saliéncia, contribuem para indicar regides de interesse nos
exames. Contudo, a literatura aponta que a explicagio visual isolada é frequentemente
insuficiente para fundamentar decisdes diagnésticas em contextos de alta complexidade clinica
(Ali et al., 2023).

No entanto, para superar essas limitacdes, a literatura recomenda a adogdo de abordagens
hibridas ou simbdlicas que integrem evidéncias visuais, explica¢cdes em linguagem natural e
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bases de conhecimento médico. Essa integragio permite contextualizar as predicdes
algoritmicas de modo que o profissional de satide possa validd-las ou refutd-las com base em seu
julgamento clinico. Ademais, enfatiza-se que a utilidade clinica dessas explica¢Ses deve ser
validada sistematicamente com usudrios finais, e nio apenas por métricas computacionais, a
fim de assegurar apoio efetivo 4 tomada de decisdo segura (Hettikankanamage et al., 2025, Yang
et al., 2023).

Em ambientes de monitoramento continuo por sensores e aplicagdes de Internet das
Coisas (IoT) em satde, o uso de modelos opacos pode comprometer a interpretacdo clinica ao
negligenciar a heterogeneidade dos pacientes, artefatos de sinal e intera¢cdes multimodais entre
dados fisiolégicos. Técnicas de explicabilidade, como LIME, SHAP e abordagens hibridas,
contribuem para ampliar a compreensdo dos modelos e mitigar vieses e erros de generalizagio.
Contudo, a literatura ressalta que essas abordagens ainda s3o avaliadas predominantemente por
métricas computacionais, sem validacdo sistemitica com usuérios finais, o que limita sua
efetiva aplicabilidade em fluxos reais de trabalho clinico (Maharajpet; Abhilash; Bedre, 2024).

A opacidade algoritmica esté associada a riscos éticos e clinicos significativos, sobretudo
pela dificuldade de identificar vieses que podem levar a diagnésticos incorretos ou a tratamentos
desiguais para grupos sub-representados. Essa limitacio compromete a equidade e a seguranca
do cuidado em saide. Além disso, a falta de transparéncia fragiliza os mecanismos de
responsabilizacgdo, ao dificultar a atribui¢do de responsabilidades legais e profissionais em casos
de erro induzido por sistemas automatizados (Kiseleva; Kotzinos; De Hert, 2022).

Para superar esses entraves, Kiseleva, Kotzinos e De Hert (2022) defendem a adogdo de
uma abordagem de transparéncia em multiplas camadas, adequada aos diferentes atores
envolvidos no uso e na regulagio da inteligéncia artificial em satde. Nessa perspectiva, a XAI
deixa de ser compreendida apenas como uma métrica técnica de desempenho. Ela passa a operar
como um sistema de prestagio de contas, capaz de alinhar o desenvolvimento algoritmico as
exigéncias éticas, regulatérias e clinicas da assisténcia 4 satde.

Diante dessas evidéncias, os estudos defendem uma abordagem centrada no ser humano,
na qual a XAl ultrapasse sua fungio técnica e passe a empoderar o julgamento clinico. Para isso,
as explicacGes devem ser contextualizadas, personalizadas ao nivel de literacia em sadde dos
usudrios e integradas aos fluxos de trabalho, garantindo que a IA atue como instrumento

transparente, confidvel e eticamente alinhado ao cuidado em sadde..

4.2 Tensdes ético-juridicas, governanca e propriedade intelectual na XAl em satiide
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O segundo eixo dos resultados evidencia que a implementagio da XAl na satde digital
é atravessada por tensdes entre a necessidade ética de transparéncia e os interesses econdmicos
de protecdo da inovacdo. Embora a literatura reconheca a explicabilidade como como um pilar
para a seguranca do paciente, ela enfrenta barreiras juridicas ligadas 4 propriedade intelectual e
desafios técnicos de governanga. Essa estratégia visa proteger algoritmos e bases de dados
proprietdrias, mas contribui para a manuten¢io de formas de opacidade intencional no uso da
IA em contextos clinicos (Marques et al., 2025; Kaur; Shukla, 2025).

Kaur e Shukla (2025) examinam de forma integrada a articulagio entre direito, ética e
governanca da inteligéncia artificial aplicada a satide. Os autores ressaltam que a explicabilidade
e a responsabilizacdo algoritmica constituem pilares indispenséveis para a adogio responsavel
dessas tecnologias em contextos clinicos.

Para Alam, Kaur e Kabir (2023), o uso de algoritmos na satide suscita tensdes ético-
juridicas que extrapolam a dimens3o técnica e impactam diretamente direitos fundamentais. A
opacidade dos modelos do tipo caixa-preta compromete a autonomia e o consentimento
informado, uma vez que pacientes e profissionais tém dificuldade em compreender os riscos e
a légica das decisdes automatizadas. Além disso, ha desafios relevantes quanto a
responsabilizacdo por erros induzidos por IA, reforcando que, embora o médico permaneca
como decisor final, ele necessita de explicacées adequadas para exercer julgamento clinico
critico e evitar a préitica defensiva ou acritica.

Outra tensdo central refere-se ao equilibrio entre privacidade, explicabilidade e justica.
A oferta de explicagdes detalhadas pode, em certos casos, expor dados sensiveis ou permitir
engenharia reversa dos modelos, criando riscos adicionais & seguranca da informacdo.
Paralelamente, modelos treinados em bases de dados nio representativas tendem a reproduzir
ou ampliar vieses estruturais, tornando a XAl um instrumento essencial para auditoria,
identificacdo e mitigagdo de discrimina¢des contra grupos sub-representados no cuidado em
satde (Hulsen, 2023).

Em relacio a propriedade intelectual, segundo Tschider e Ho (2024), a protecdo por
segredo comercial tem sido amplamente adotada em aplicagdes de inteligéncia artificial na
saude. Essa opgdo decorre, sobretudo, da elevada complexidade dos algoritmos e das
dificuldades de atender aos requisitos de divulgacdo exigidos pelo sistema patentirio. Nesse
contexto, a literatura ressalta que tecnologias de IA em saide podem ser protegidas por
diferentes regimes de propriedade intelectual, cada um com impactos distintos sobre a
transparéncia, a auditabilidade e a governanca dos sistemas.
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Nesse campo, a protecio da inovagio frequentemente entra em conflito com o dever de
transparéncia clinica, configurando o que a literatura denomina opacidade intencional. Segundo
Kiseleva, Kotzinos e De Hert (2022), desenvolvedores recorrem a regimes de segredo comercial
para resguardar algoritmos e bases de dados proprietirias, o que dificulta auditorias
independentes e a prestacdo de contas, especialmente porque, diferentemente das patentes, essa
forma de protecio pode ser indefinida. Assim, as limitacdes do sistema patentirio para
algoritmos complexos reforcam o tensionamento com o interesse publico, uma vez que
alegacdes de segredo comercial nio devem prevalecer quando estio em jogo direitos
fundamentais, como a vida, a integridade fisica e a seguranca do paciente.

Essa estratégia de protecio econdmica, orientada a preservacio de vantagens
competitivas e A garantia de retorno financeiro, tensiona diretamente as exigéncias éticas e
regulatérias de transparéncia e accountability. Nesse cenério, a implementagio da XAl evidencia
um conflito estrutural entre o imperativo ético da transparéncia e as estratégias de protecio de
mercado adotadas pelos agentes tecnoldgicos. Essa pritica demanda solugdes regulatérias e
institucionais capazes de equilibrar esses interesses concorrentes de forma proporcional e
socialmente responsavel (Tschider; Ho, 2024).

Do ponto de vista regulatdrio, os resultados indicam uma convergéncia internacional em
direcio a modelos de governanca baseados em risco para a inteligéncia artificial em satde.
Nesses modelos, aplicagdes consideradas de alto risco sio submetidas a exigéncias reforcadas
de transparéncia, documentagio, supervisio humana e monitoramento pés-implantagio. Com
isso, diretrizes e debates em contextos nacionais, indicam que a explicabilidade ndo deve ser
entendida como abertura irrestrita de cdédigos-fonte, mas como obrigacio regulatéria
proporcional ao risco e ao impacto clinico da aplicagdo (Kaur; Shukla, 2025).

Nesse cendrio, a regulacio tende a adotar um modelo de transparéncia em camadas, no
qual o nivel de detalhamento técnico é elevado para auditores e autoridades reguladoras,
enquanto, para médicos e pacientes, a explicagio prioriza a utilidade clinica e a
compreensibilidade. Essa abordagem busca assegurar que a IA atue como um parceiro seguro,
auditdvel e alinhado as exigéncias éticas e assistenciais da pratica em satide (Kiseleva; Kotzinos;
De Hert, 2022).

Portanto, Kaur e Shukla (2025) destacam a adog¢io de mecanismos intermediarios de
governanca configura uma estratégia vidvel e necessiria para equilibrar a transparéncia

algoritmica e a protecio da inovagio no desenvolvimento de tecnologias em sadde. Esses
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instrumentos ampliam a prestagio de contas e a supervisio regulatéria sem demandar a abertura
irrestrita de cédigos-fonte ou a exposigio integral de ativos tecnolégicos sensiveis.

Além disso, tais mecanismos sio essenciais para mediar a tensio entre a protecio da
propriedade intelectual e o imperativo ético de transparéncia na saide. Embora o uso de
segredos comerciais seja frequentemente mobilizado para preservar vantagens competitivas,
essa forma de opacidade intencional nio deve inviabilizar a inspecdo técnica e ética necessaria
para assegurar a segurancga, a equidade e a confiabilidade dos sistemas de inteligéncia artificial.

Diante disso, os achados deste estudo reforcam que a XAl deve ser compreendida como
um instrumento de mediacio entre interesses publicos e privados. Essa mediacio permite
compatibilizar a inovacio tecnoldégica com a protecdo de direitos fundamentais e a integridade
do cuidado em satide. Nesse sentido, a governanga da XAI em satde digital nio se configura
como uma solugio técnica isolada, mas como um arranjo institucional complexo que exige

articulagdo entre ética, regulacio, pritica clinica e regimes de propriedade intelectual.

4 CONCLUSAO

A anélise desenvolvida neste artigo evidencia que a XAI ocupa posigio estratégica na
consolidacio de uma sadde digital eticamente responsivel. Ao enfrentar os desafios da
opacidade algoritmica, a XAl torna-se particularmente relevante em contextos de alto risco
clinico. Os resultados demonstram que a explicabilidade é condi¢do fundamental para a
confianca clinica, a seguranca do paciente e a preservacio da autonomia profissional,
especialmente em sistemas de apoio a decisio, diagnéstico por imagem e monitoramento
continuo, nos quais decisdes automatizadas impactam diretamente as condutas terapéuticas.

Constata-se, entretanto, que a implementacio da XAI nio ocorre em um vazio
normativo, mas em um cendrio marcado por tensdes estruturais entre o imperativo ético da
transparéncia e os regimes de protecio da propriedade intelectual. A utilizagio recorrente de
segredos comerciais como estratégia de protecio econdmica configura formas de opacidade
intencional, que tensionam a responsabilizacdo, a auditabilidade e o interesse publico. Nesse
sentido, a literatura analisada reforca que a explicabilidade nio deve ser entendida como
abertura irrestrita de cédigos-fonte, mas como obrigacdo regulatéria e ética proporcional ao risco
e ao impacto da aplicacdo em satde.

Com isso, os achados indicam que a conciliagdo entre inovagio tecnoldgica e protegio
de direitos fundamentais pode ser viabilizada por meio da ado¢io de mecanismos
intermedidrios de governanca. Entre esses mecanismos destacam-se a transparéncia em
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camadas, as auditorias independentes, a documentagio técnica qualificada e a supervisio
humana significativa. Tais arranjos permitem compatibilizar a protecio da propriedade
intelectual com a necessidade de prestagio de contas, fortalecendo modelos de governanca
baseados em risco e alinhados as diretrizes internacionais emergentes para a inteligéncia
artificial em sadde.

Por fim, o estudo destaca que a ética do cuidado deve ocupar lugar central na governanca
da XAl em sadde digital, orientando tanto o desenvolvimento tecnolégico quanto os marcos
regulatérios. Mais do que tornar algoritmos compreensiveis, trata-se de assegurar que a [A
fortaleca as relacées de confianca, responsabilidade e sensibilidade as vulnerabilidades humanas
que sustentam a pratica em satde. Para as pesquisas futuras, especialmente de natureza
empirica, poderdo aprofundar essas reflexdes, contribuindo para politicas publicas e regulagdes

mais responsivas as complexidades éticas, clinicas e sociais da satde digital.
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