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RESUMO: A incorporação da inteligência artificial (IA) na saúde digital tem ampliado a 
eficiência e a capacidade analítica dos sistemas de cuidado, mas também intensificado desafios 
éticos, jurídicos e sociais associados à opacidade algorítmica. Este artigo tem como objetivo 
analisar criticamente as tensões entre transparência algorítmica, propriedade intelectual e ética 
do cuidado no contexto da Inteligência Artificial Explicável (XAI) aplicada à saúde digital. 
Trata-se de um ensaio teórico crítico, fundamentado em revisão integrativa da literatura 
científica e análise documental de marcos regulatórios nacionais e internacionais publicados 
entre 2021 e 2026. A abordagem adotada é interdisciplinar, articulando contribuições da saúde 
coletiva, da bioética, do direito e dos estudos em ciência e tecnologia. Os resultados indicam que 
a XAI é condição central para a confiança clínica, a segurança do paciente e a autonomia 
profissional, especialmente em aplicações de alto risco, ao mesmo tempo em que evidencia 
conflitos estruturais com regimes de proteção da propriedade intelectual, notadamente o uso de 
segredos comerciais. Conclui-se que a adoção de mecanismos intermediários de governança, 
como transparência em camadas, auditorias independentes e supervisão humana significativa, 
é essencial para conciliar inovação tecnológica, proteção de direitos fundamentais e integridade 
ética do cuidado em saúde. 
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1. INTRODUÇÃO 

A incorporação da inteligência artificial (IA) na saúde digital tem promovido 

transformações estruturais nos processos de diagnóstico, monitoramento, apoio à decisão 

clínica e organização do cuidado. Sistemas de apoio à decisão, aplicativos de saúde mental, 

algoritmos preditivos de risco e ferramentas automatizadas de triagem passaram a desempenhar 

papel estratégico nos sistemas de saúde, influenciando diretamente as condutas profissionais e 

as trajetórias terapêuticas dos pacientes. Esses avanços reforçam a promessa de maior eficiência, 

precisão e personalização do cuidado, ampliando a capacidade de resposta dos serviços de saúde 

e o potencial de qualificação das práticas assistenciais. 

Entretanto, tais benefícios coexistem com desafios éticos, jurídicos e sociais relevantes, 

especialmente relacionados à opacidade dos algoritmos, à responsabilização por decisões 

automatizadas e à proteção de direitos fundamentais. Embora a IA ofereça oportunidades para 

otimizar planos terapêuticos, aprimorar a gestão dos sistemas de saúde e fortalecer o 

autocuidado dos pacientes, sua adoção exige marcos regulatórios e éticos robustos, capazes de 

assegurar transparência, segurança e centralidade do cuidado humano nos processos decisórios 

mediados por tecnologia (Organização Mundial da Saúde, 2021). 

Grande parte dos sistemas contemporâneos de inteligência artificial, sobretudo aqueles 

baseados em aprendizado profundo, opera por meio de modelos de difícil interpretação, 

caracterizados como black boxes. Essa opacidade desafia princípios fundamentais da prática em 

saúde, como a autonomia do paciente, o consentimento informado e a segurança clínica. Além 

disso, compromete a possibilidade de questionamento e responsabilização por decisões 

automatizadas, uma vez que a lógica decisória subjacente frequentemente não é rastreável nem 

mesmo por seus desenvolvedores (Amann et al., 2020). 

Nesse contexto, emerge a Inteligência Artificial Explicável (Explainable Artificial 

Intelligence – XAI) como resposta ética, técnica e regulatória a tais limitações. A XAI propõe 

métodos e modelos capazes de tornar compreensíveis os processos decisórios algorítmicos, 

especialmente para profissionais de saúde e pacientes. Com isso, ela distingue-se dos sistemas 

baseados em regras do passado ao buscar explicabilidade em arquiteturas complexas, sem 

comprometer o desempenho analítico característico do aprendizado profundo (Amann et al., 

2020; Núcleo de Informação e Coordenação do Ponto BR, 2024). 

Entretanto, a exigência de transparência e explicabilidade na saúde digital insere-se em 

um contexto normativo e econômico marcado pela proteção da propriedade intelectual, 
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especialmente pelo uso de segredos comerciais e industriais para resguardar algoritmos, modelos 

e bases de dados. Essa configuração produz uma tensão estrutural, na qual a demanda ética e 

regulatória por explicações adequadas para decisões que impactam a saúde e a vida dos 

indivíduos confronta-se com os mecanismos jurídicos destinados a incentivar a inovação 

tecnológica (Organização Mundial da Saúde, 2021). 

Esse dilema expressa o conflito entre o interesse público na compreensão, contestação e 

responsabilização de decisões automatizadas e o interesse privado na preservação de ativos 

tecnológicos estratégicos, fundamentais para a competitividade e o retorno econômico. Assim, 

a saúde digital torna visível a necessidade de soluções regulatórias intermediárias, capazes de 

equilibrar transparência, proteção da inovação e compromisso ético com o cuidado. 

Nessa perspectiva, este artigo tem como objetivo analisar criticamente as tensões entre 

transparência algorítmica, propriedade intelectual e ética do cuidado no contexto da inteligência 

artificial explicável em saúde digital. Busca-se compreender como distintos marcos teóricos e 

regulatórios enquadram e respondem a essa problemática. Ademais, discute-se a construção de 

caminhos de governança da IA capazes de conciliar a preservação da inovação tecnológica com 

a proteção dos direitos dos pacientes e a integridade do cuidado em saúde. 

2. REFERENCIAL TEÓRICO 

A XAI emerge como resposta às limitações éticas, técnicas e sociais dos sistemas de IA 

opacos, particularmente aqueles baseados em modelos complexos de aprendizado profundo. No 

campo da saúde, a explicabilidade ultrapassa a compreensão técnica do algoritmo, exigindo a 

produção de justificativas clinicamente relevantes, contextualizadas e passíveis de comunicação 

sobre decisões e recomendações automatizadas (Núcleo de Informação e Coordenação do Ponto 

BR, 2024). 

Nesse contexto, a opacidade das chamadas black boxes configura não apenas um desafio 

tecnológico, mas também uma barreira ética ao exercício da autonomia do paciente, ao 

consentimento informado e à segurança clínica. Diante desse cenário, a XAI pressupõe a adoção 

de níveis diferenciados de explicação, capazes de tornar os processos decisórios algorítmicos 

compreensíveis. Esses níveis devem ser adequados a pessoas públicas como profissionais de 

saúde, pacientes, gestores e reguladores; como condição para decisões responsáveis e eticamente 

sustentáveis no cuidado em saúde (Amann et al., 2020). 

Para Organização Mundial da Saúde (2021), do ponto de vista ético, a XAI articula-se 

diretamente aos princípios da bioética ao exigir que decisões automatizadas em saúde sejam 
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compreensíveis e justificáveis. A autonomia pressupõe que os pacientes compreendam, ao 

menos em termos gerais, como são produzidas as decisões que afetam sua saúde. Por sua vez, 

os princípios da beneficência e da não maleficência demandam a identificação e a mitigação de 

riscos associados a vieses algorítmicos, erros de classificação e generalizações inadequadas. 

Nesse sentido, a XAI não se configura apenas como um requisito técnico, mas como um 

pressuposto ético indispensável para a adoção responsável da IA na prática clínica. Ao 

contribuir para a prevenção de discriminações estruturais e para a proteção da dignidade 

humana e da segurança do paciente, a explicabilidade torna-se condição central para alinhar 

inovação tecnológica aos valores fundamentais do cuidado em saúde. 

Diante disso, a ética do cuidado amplia o debate sobre o uso da inteligência artificial na 

saúde ao enfatizar as dimensões relacionais, contextuais e de vulnerabilidade que caracterizam 

a prática clínica. Diferentemente de abordagens estritamente normativas, essa perspectiva 

reconhece que decisões em saúde não se reduzem a atos técnicos, mas constituem práticas 

situadas, sustentadas por confiança, responsabilidade e atenção às singularidades dos sujeitos 

(Amann et al., 2020; Organização Mundial da Saúde, 2021). 

Nesse sentido, a introdução de sistemas de IA opacos tende a fragilizar a relação de 

cuidado ao deslocar a autoridade decisória para processos automatizados de difícil compreensão, 

enfraquecendo a confiança e a corresponsabilidade entre profissionais e pacientes. Esse cenário 

reforça a explicabilidade como exigência ética fundamental para preservar a centralidade da 

relação humano-humano e garantir um cuidado responsável, sensível às necessidades e 

vulnerabilidades do paciente (Núcleo de Informação e Coordenação do Ponto BR, 2024). 

Em contraposição, os regimes de propriedade intelectual, exercem um papel central e 

ambivalente no desenvolvimento da inteligência artificial aplicada à saúde digital. 

Diferentemente das patentes, que pressupõem a divulgação pública da invenção em troca de 

exclusividade temporária, os segredos comerciais permitem a proteção indefinida de algoritmos 

e bases de dados confidenciais, desde que mantidos em sigilo. Essa estratégia configura uma 

forma de opacidade intencional voltada à preservação de vantagens competitivas, mas que 

limita o acesso externo a informações essenciais para a transparência, a avaliação crítica e a 

responsabilização dos sistemas(Denis et al., 2021).  

Para enfrentar os desafios éticos associados ao uso da inteligência artificial em saúde, a 

Organização Mundial da Saúde propõe seis princípios orientadores: proteção da autonomia 

humana, promoção do bem-estar e da segurança, garantia de transparência e explicabilidade, 

fortalecimento da responsabilidade, promoção da inclusão e da equidade e estímulo a uma IA 
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sustentável. Esses princípios consolidam a explicabilidade como eixo central da governança 

ética, especialmente em contextos nos quais decisões automatizadas impactam diretamente a 

vida e a saúde das pessoas (Organização Mundial da Saúde, 2021; Núcleo de Informação e 

Coordenação do Ponto BR, 2024). 

No contexto brasileiro, a regulação da inteligência artificial encontra-se em fase de 

transição, evoluindo de diretrizes genéricas para um modelo de governança baseado em risco e 

transparência qualificada. Esse processo está ancorado na Lei Geral de Proteção de Dados e em 

iniciativas legislativas recentes, como o Projeto de Lei nº 2338/2023, que prevê o direito à 

explicação sobre os critérios que orientam o funcionamento dos sistemas, especialmente em 

aplicações de alto risco. Essas iniciativas buscam equilibrar a promoção da inovação tecnológica 

com a proteção de direitos fundamentais, sobretudo em aplicações de alto risco, como aquelas 

voltadas ao diagnóstico e ao cuidado em saúde (Núcleo de Informação e Coordenação do Ponto 

BR, 2024). 

A Organização Mundial da Saúde (2021) destaca a necessidade de uma abordagem em 

que a implementação da inteligência artificial na saúde deve adotar uma supervisão humana 

significativa (human-in-the-loop), assegurando que os profissionais permaneçam no controle das 

decisões clínicas. Nessa abordagem, a IA é concebida como ferramenta de apoio ao julgamento 

profissional, destinada a ampliar a capacidade decisória e não a substituir a responsabilidade, a 

diligência e a autonomia do cuidado humano. 

Além disso, as diretrizes internacionais e nacionais convergem ao afirmar que a 

transparência deve ser qualificada e proporcional ao risco, bem como adaptada à capacidade de 

compreensão dos diferentes destinatários das explicações. No Brasil, o direito à revisão de 

decisões automatizadas pressupõe o acesso a informações claras sobre os critérios utilizados. Da 

mesma forma, as propostas regulatórias mais recentes reforçam a exigência de explicações 

compatíveis com a dignidade humana, mesmo diante das tensões impostas por segredos 

comerciais e industriais (Núcleo de Informação e Coordenação do Ponto BR, 2024). 

A tensão entre a exigência ética de explicabilidade e a proteção econômica conferida 

pelos regimes de propriedade intelectual, especialmente pelo segredo comercial, constitui um 

dos desafios mais complexos da saúde digital, frequentemente descrito na literatura como 

opacidade intencional. Para Denis et al. (2021), enquanto a explicabilidade é um requisito ético 

indispensável para assegurar a autonomia do paciente, o consentimento informado e a 

segurança clínica, empresas de tecnologia recorrem à proteção da propriedade intelectual para 

resguardar modelos algorítmicos e preservar sua competitividade. 
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Essa dinâmica produz um conflito estrutural entre transparência e inovação, no qual 

demandas éticas, clínicas e regulatórias confrontam-se com estratégias de sustentabilidade 

econômica. Partindo desse cenário, o referencial teórico adotado neste estudo reconhece que tal 

tensão não se resolve por soluções simplistas, como a abertura irrestrita de códigos-fonte, mas 

requer abordagens intermediárias de governança capazes de equilibrar interesses públicos e 

privados de forma ética e responsável. 

3. METODOLOGIA 

O estudo caracteriza-se como um ensaio teórico crítico, de natureza qualitativa e 

abordagem interdisciplinar, voltado à análise das tensões entre transparência algorítmica, 

propriedade intelectual e ética do cuidado no contexto da XAI  aplicada à saúde digital. A opção 

metodológica privilegia a problematização conceitual e normativa dos fenômenos analisados. 

Essa abordagem permite articular contribuições da saúde coletiva, da bioética, do direito e dos 

estudos em ciência, tecnologia e sociedade. 

A pesquisa bibliográfica foi conduzida por meio de uma revisão integrativa da literatura, 

seguindo etapas sistemáticas de identificação, seleção, análise e síntese dos estudos. Foram 

consideradas publicações científicas indexadas nas bases PubMed, Scopus, Web of Science, 

IEEE Xplore e SciELO, publicadas no período de 2021 a 2026, de modo a assegurar a atualidade 

e relevância dos achados frente às rápidas transformações tecnológicas e regulatórias no campo 

da saúde digital. 

A estratégia de busca utilizou descritores controlados e não controlados, combinados por 

operadores booleanos, incluindo os termos: explainable artificial intelligence, digital health, clinical 

decision support, algorithmic transparency, intellectual property, trade secrets e ethics of care. Os 

critérios de inclusão abrangeram estudos teóricos, revisões, análises regulatórias e pesquisas 

aplicadas relacionadas ao uso de IA em saúde. Assim, foram excluídos trabalhos sem aderência 

temática direta ou com foco exclusivamente técnico desvinculado de implicações éticas, clínicas 

ou jurídicas. 

Paralelamente à revisão da literatura científica, realizou-se análise documental de 

marcos regulatórios e diretrizes nacionais e internacionais pertinentes ao tema. Foram 

examinados documentos de organismos multilaterais, legislações sobre proteção de dados 

pessoais, propostas normativas emergentes sobre inteligência artificial e relatórios 

institucionais. A análise concentrou-se em abordagens de governança baseada em risco, 

explicabilidade algorítmica e supervisão humana significativa. 
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O material selecionado foi organizado em eixos temáticos analíticos, possibilitando a 

construção de uma síntese crítica orientada pelas tensões centrais do estudo. A análise buscou 

identificar convergências, lacunas e conflitos entre os diferentes referenciais teóricos e 

normativos examinados. Dessa forma, produziu-se uma interpretação integrada que 

fundamenta as discussões e conclusões do artigo, sem pretensão de generalização empírica, 

priorizando a consistência conceitual, ética e regulatória da XAI em saúde digital. 

4. RESULTADOS E DISCUSSÕES 
4.1 Explicabilidade algorítmica, confiança clínica e segurança do paciente 

A XAI é amplamente reconhecida como um requisito central para a adoção responsável 

da IA na saúde. Em contextos de saúde digital, a confiança clínica é particularmente sensível à 

opacidade dos modelos complexos, tornando a XAI fundamental para a transição de sistemas 

de “caixa-preta” para abordagens transparentes e auditáveis. Essa capacidade de compreensão 

das decisões automatizadas é essencial para assegurar a segurança do paciente e a equidade, 

especialmente em cenários diagnósticos nos quais erros podem resultar em consequências 

críticas (Marques et al., 2025; Ali et al., 2023). 

Segundo Yang et al. (2023), a XAI surge como uma resposta crítica às limitações dos 

modelos de caixa-preta, ao promover maior transparência, interpretabilidade e alinhamento 

ético nos processos decisórios automatizados. Nessa direção, a literatura destaca que a 

explicabilidade constitui um elemento estruturante para a confiança e a governança dos 

sistemas de inteligência artificial. Tal necessidade torna-se ainda mais relevante em domínios 

sensíveis como saúde, finanças e direito, nos quais a crescente complexidade dos modelos de 

aprendizado profundo intensifica os riscos associados à opacidade algorítmica. 

Nos estudos de Hulsen (2023), a XAI tem como propósito central tornar os modelos de 

inteligência artificial compreensíveis aos seres humanos. Essa finalidade torna-se especialmente 

relevante em contextos críticos como o cuidado em saúde, nos quais decisões automatizadas 

podem produzir impactos diretos e significativos sobre a vida dos pacientes. Isso fortalece a 

confiança de profissionais e pacientes, qualificando os processos decisórios mediados por 

algoritmos. 

Dessa forma, a análise dos estudos selecionados evidencia consenso de que a XAI 

constitui um elemento estruturante para a confiança no atendimento e para a segurança do 

paciente. Os modelos de aprendizado profundo apresentam elevado desempenho preditivo ao 

identificar padrões complexos e não lineares em grandes volumes de dados. Contudo, sua 
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complexidade estrutural e o elevado número de parâmetros dificultam a compreensão das bases 

que sustentam diagnósticos e recomendações terapêuticas. Essa opacidade limita a capacidade 

dos profissionais de saúde de avaliar criticamente os resultados produzidos pelos sistemas 

automatizados (Kiseleva; Kotzinos; De Hert, 2022).  

Com isso, limitações tornam-se particularmente críticas em aplicações nas quais 

decisões automatizadas impactam diretamente as condutas terapêuticas, como sistemas de 

apoio à decisão clínica, diagnóstico por imagem e monitoramento contínuo por sensores. Nesses 

contextos, a ausência de XAI amplia de forma significativa os riscos clínicos e éticos, sendo 

reconhecida como um dos principais entraves à segurança do paciente e à integridade da 

medicina digital (Alam; Kaur; Kabir, 2023; Maharajpet; Abhilash; Bedre, 2024). 

Nos sistemas de apoio à decisão clínica (CDSS), a adoção de modelos do tipo caixa-preta 

tende a enfraquecer o papel ativo do profissional de saúde. Essa configuração favorece o viés de 

automação e a aceitação acrítica de recomendações algorítmicas. Nesse contexto, a XAI 

desempenha função estratégica ao oferecer racionalidades interpretáveis que permitem ao 

médico compreender, validar, contextualizar ou refutar as sugestões do sistema, preservando a 

autonomia profissional e a responsabilidade clínica no processo decisório (Ueda et al., 2024, 

Kaur; Shukla, 2025). 

Segundo Hettikankanamage et al. (2025), a explicabilidade algorítmica desempenha 

papel central na mitigação dos riscos associados à opacidade de modelos preditivos complexos 

em aplicações biomédicas. Nessa perspectiva, a literatura indica que a adoção de técnicas de 

inteligência artificial nesses domínios está diretamente condicionada à capacidade dos modelos 

de fornecer explicações compreensíveis. Isso ocorre porque transparência, responsabilização e 

aceitação clínica constituem requisitos essenciais em contextos sensíveis à segurança do 

paciente. 

Assim, no diagnóstico por imagem, embora a inteligência artificial apresente elevado 

desempenho em áreas como radiologia e histopatologia, a ausência de explicabilidade 

compromete a verificação da relevância clínica dos biomarcadores utilizados. Técnicas visuais, 

como Grad-CAM e mapas de saliência, contribuem para indicar regiões de interesse nos 

exames. Contudo, a literatura aponta que a explicação visual isolada é frequentemente 

insuficiente para fundamentar decisões diagnósticas em contextos de alta complexidade clínica 

(Ali et al., 2023). 

No entanto, para superar essas limitações, a literatura recomenda a adoção de abordagens 

híbridas ou simbólicas que integrem evidências visuais, explicações em linguagem natural e 
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bases de conhecimento médico. Essa integração permite contextualizar as predições 

algorítmicas de modo que o profissional de saúde possa validá-las ou refutá-las com base em seu 

julgamento clínico. Ademais, enfatiza-se que a utilidade clínica dessas explicações deve ser 

validada sistematicamente com usuários finais, e não apenas por métricas computacionais, a 

fim de assegurar apoio efetivo à tomada de decisão segura (Hettikankanamage et al., 2025, Yang 

et al., 2023). 

Em ambientes de monitoramento contínuo por sensores e aplicações de Internet das 

Coisas (IoT) em saúde, o uso de modelos opacos pode comprometer a interpretação clínica ao 

negligenciar a heterogeneidade dos pacientes, artefatos de sinal e interações multimodais entre 

dados fisiológicos. Técnicas de explicabilidade, como LIME, SHAP e abordagens híbridas, 

contribuem para ampliar a compreensão dos modelos e mitigar vieses e erros de generalização. 

Contudo, a literatura ressalta que essas abordagens ainda são avaliadas predominantemente por 

métricas computacionais, sem validação sistemática com usuários finais, o que limita sua 

efetiva aplicabilidade em fluxos reais de trabalho clínico (Maharajpet; Abhilash; Bedre, 2024). 

A opacidade algorítmica está associada a riscos éticos e clínicos significativos, sobretudo 

pela dificuldade de identificar vieses que podem levar a diagnósticos incorretos ou a tratamentos 

desiguais para grupos sub-representados. Essa limitação compromete a equidade e a segurança 

do cuidado em saúde. Além disso, a falta de transparência fragiliza os mecanismos de 

responsabilização, ao dificultar a atribuição de responsabilidades legais e profissionais em casos 

de erro induzido por sistemas automatizados (Kiseleva; Kotzinos; De Hert, 2022). 

Para superar esses entraves, Kiseleva, Kotzinos e De Hert (2022) defendem a adoção de 

uma abordagem de transparência em múltiplas camadas, adequada aos diferentes atores 

envolvidos no uso e na regulação da inteligência artificial em saúde. Nessa perspectiva, a XAI 

deixa de ser compreendida apenas como uma métrica técnica de desempenho. Ela passa a operar 

como um sistema de prestação de contas, capaz de alinhar o desenvolvimento algorítmico às 

exigências éticas, regulatórias e clínicas da assistência à saúde. 

Diante dessas evidências, os estudos defendem uma abordagem centrada no ser humano, 

na qual a XAI ultrapasse sua função técnica e passe a empoderar o julgamento clínico. Para isso, 

as explicações devem ser contextualizadas, personalizadas ao nível de literacia em saúde dos 

usuários e integradas aos fluxos de trabalho, garantindo que a IA atue como instrumento 

transparente, confiável e eticamente alinhado ao cuidado em saúde.. 

 

4.2 Tensões ético-jurídicas, governança e propriedade intelectual na XAI em saúde 
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O segundo eixo dos resultados evidencia que a implementação da XAI na saúde digital 

é atravessada por tensões entre a necessidade ética de transparência e os interesses econômicos 

de proteção da inovação. Embora a literatura reconheça a explicabilidade como como um pilar 

para a segurança do paciente, ela enfrenta barreiras jurídicas ligadas à propriedade intelectual e 

desafios técnicos de governança. Essa estratégia visa proteger algoritmos e bases de dados 

proprietárias, mas contribui para a manutenção de formas de opacidade intencional no uso da 

IA em contextos clínicos (Marques et al., 2025; Kaur; Shukla, 2025). 

Kaur e Shukla (2025) examinam de forma integrada a articulação entre direito, ética e 

governança da inteligência artificial aplicada à saúde. Os autores ressaltam que a explicabilidade 

e a responsabilização algorítmica constituem pilares indispensáveis para a adoção responsável 

dessas tecnologias em contextos clínicos. 

Para Alam, Kaur e Kabir (2023), o uso de algoritmos na saúde suscita tensões ético-

jurídicas que extrapolam a dimensão técnica e impactam diretamente direitos fundamentais. A 

opacidade dos modelos do tipo caixa-preta compromete a autonomia e o consentimento 

informado, uma vez que pacientes e profissionais têm dificuldade em compreender os riscos e 

a lógica das decisões automatizadas. Além disso, ha desafios relevantes quanto à 

responsabilização por erros induzidos por IA, reforçando que, embora o médico permaneça 

como decisor final, ele necessita de explicações adequadas para exercer julgamento clínico 

crítico e evitar a prática defensiva ou acrítica. 

Outra tensão central refere-se ao equilíbrio entre privacidade, explicabilidade e justiça. 

A oferta de explicações detalhadas pode, em certos casos, expor dados sensíveis ou permitir 

engenharia reversa dos modelos, criando riscos adicionais à segurança da informação. 

Paralelamente, modelos treinados em bases de dados não representativas tendem a reproduzir 

ou ampliar vieses estruturais, tornando a XAI um instrumento essencial para auditoria, 

identificação e mitigação de discriminações contra grupos sub-representados no cuidado em 

saúde (Hulsen, 2023). 

Em relação a propriedade intelectual, segundo Tschider e Ho (2024), a proteção por 

segredo comercial tem sido amplamente adotada em aplicações de inteligência artificial na 

saúde. Essa opção decorre, sobretudo, da elevada complexidade dos algoritmos e das 

dificuldades de atender aos requisitos de divulgação exigidos pelo sistema patentário. Nesse 

contexto, a literatura ressalta que tecnologias de IA em saúde podem ser protegidas por 

diferentes regimes de propriedade intelectual, cada um com impactos distintos sobre a 

transparência, a auditabilidade e a governança dos sistemas. 
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Nesse campo, a proteção da inovação frequentemente entra em conflito com o dever de 

transparência clínica, configurando o que a literatura denomina opacidade intencional. Segundo 

Kiseleva, Kotzinos e De Hert (2022), desenvolvedores recorrem a regimes de segredo comercial 

para resguardar algoritmos e bases de dados proprietárias, o que dificulta auditorias 

independentes e a prestação de contas, especialmente porque, diferentemente das patentes, essa 

forma de proteção pode ser indefinida. Assim, as limitações do sistema patentário para 

algoritmos complexos reforçam o tensionamento com o interesse público, uma vez que 

alegações de segredo comercial não devem prevalecer quando estão em jogo direitos 

fundamentais, como a vida, a integridade física e a segurança do paciente. 

Essa estratégia de proteção econômica, orientada à preservação de vantagens 

competitivas e à garantia de retorno financeiro, tensiona diretamente as exigências éticas e 

regulatórias de transparência e accountability. Nesse cenário, a implementação da XAI evidencia 

um conflito estrutural entre o imperativo ético da transparência e as estratégias de proteção de 

mercado adotadas pelos agentes tecnológicos. Essa prática demanda soluções regulatórias e 

institucionais capazes de equilibrar esses interesses concorrentes de forma proporcional e 

socialmente responsável (Tschider; Ho, 2024). 

Do ponto de vista regulatório, os resultados indicam uma convergência internacional em 

direção a modelos de governança baseados em risco para a inteligência artificial em saúde. 

Nesses modelos, aplicações consideradas de alto risco são submetidas a exigências reforçadas 

de transparência, documentação, supervisão humana e monitoramento pós-implantação. Com 

isso, diretrizes e debates em contextos nacionais, indicam que a explicabilidade não deve ser 

entendida como abertura irrestrita de códigos-fonte, mas como obrigação regulatória 

proporcional ao risco e ao impacto clínico da aplicação (Kaur; Shukla, 2025). 

Nesse cenário, a regulação tende a adotar um modelo de transparência em camadas, no 

qual o nível de detalhamento técnico é elevado para auditores e autoridades reguladoras, 

enquanto, para médicos e pacientes, a explicação prioriza a utilidade clínica e a 

compreensibilidade. Essa abordagem busca assegurar que a IA atue como um parceiro seguro, 

auditável e alinhado às exigências éticas e assistenciais da prática em saúde (Kiseleva; Kotzinos; 

De Hert, 2022). 

Portanto, Kaur e Shukla (2025) destacam a adoção de mecanismos intermediários de 

governança configura uma estratégia viável e necessária para equilibrar a transparência 

algorítmica e a proteção da inovação no desenvolvimento de tecnologias em saúde. Esses 
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instrumentos ampliam a prestação de contas e a supervisão regulatória sem demandar a abertura 

irrestrita de códigos-fonte ou a exposição integral de ativos tecnológicos sensíveis.  

Além disso, tais mecanismos são essenciais para mediar a tensão entre a proteção da 

propriedade intelectual e o imperativo ético de transparência na saúde. Embora o uso de 

segredos comerciais seja frequentemente mobilizado para preservar vantagens competitivas, 

essa forma de opacidade intencional não deve inviabilizar a inspeção técnica e ética necessária 

para assegurar a segurança, a equidade e a confiabilidade dos sistemas de inteligência artificial. 

Diante disso, os achados deste estudo reforçam que a XAI deve ser compreendida como 

um instrumento de mediação entre interesses públicos e privados. Essa mediação permite 

compatibilizar a inovação tecnológica com a proteção de direitos fundamentais e a integridade 

do cuidado em saúde. Nesse sentido, a governança da XAI em saúde digital não se configura 

como uma solução técnica isolada, mas como um arranjo institucional complexo que exige 

articulação entre ética, regulação, prática clínica e regimes de propriedade intelectual. 

4 CONCLUSÃO 

A análise desenvolvida neste artigo evidencia que a XAI ocupa posição estratégica na 

consolidação de uma saúde digital eticamente responsável. Ao enfrentar os desafios da 

opacidade algorítmica, a XAI torna-se particularmente relevante em contextos de alto risco 

clínico. Os resultados demonstram que a explicabilidade é condição fundamental para a 

confiança clínica, a segurança do paciente e a preservação da autonomia profissional, 

especialmente em sistemas de apoio à decisão, diagnóstico por imagem e monitoramento 

contínuo, nos quais decisões automatizadas impactam diretamente as condutas terapêuticas. 

Constata-se, entretanto, que a implementação da XAI não ocorre em um vazio 

normativo, mas em um cenário marcado por tensões estruturais entre o imperativo ético da 

transparência e os regimes de proteção da propriedade intelectual. A utilização recorrente de 

segredos comerciais como estratégia de proteção econômica configura formas de opacidade 

intencional, que tensionam a responsabilização, a auditabilidade e o interesse público. Nesse 

sentido, a literatura analisada reforça que a explicabilidade não deve ser entendida como 

abertura irrestrita de códigos-fonte, mas como obrigação regulatória e ética proporcional ao risco 

e ao impacto da aplicação em saúde. 

Com isso, os achados indicam que a conciliação entre inovação tecnológica e proteção 

de direitos fundamentais pode ser viabilizada por meio da adoção de mecanismos 

intermediários de governança. Entre esses mecanismos destacam-se a transparência em 
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camadas, as auditorias independentes, a documentação técnica qualificada e a supervisão 

humana significativa. Tais arranjos permitem compatibilizar a proteção da propriedade 

intelectual com a necessidade de prestação de contas, fortalecendo modelos de governança 

baseados em risco e alinhados às diretrizes internacionais emergentes para a inteligência 

artificial em saúde. 

Por fim, o estudo destaca que a ética do cuidado deve ocupar lugar central na governança 

da XAI em saúde digital, orientando tanto o desenvolvimento tecnológico quanto os marcos 

regulatórios. Mais do que tornar algoritmos compreensíveis, trata-se de assegurar que a IA 

fortaleça as relações de confiança, responsabilidade e sensibilidade às vulnerabilidades humanas 

que sustentam a prática em saúde. Para as pesquisas futuras, especialmente de natureza 

empírica, poderão aprofundar essas reflexões, contribuindo para políticas públicas e regulações 

mais responsivas às complexidades éticas, clínicas e sociais da saúde digital. 
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